DATE OF EXAM September 14, 2016 Solution
SUBJECT NAME Optimization MIDTERM Exam - Semester I

1 2 3 14
1. Let A= |2 5 2] and b= | 18] . Obtain the LU decomposition of A and use it to solve the
3 1 5 20
system Ax = b.
1 0 0 U1 U2 U13
Solution: Let A=LU withL=11ls7 1 0] andU = 0  wos w23 | . Then equating the
l31 132 1 0 0 u33
entries of the matrix on both sides, by a simple calculation we find that
1 0 0 12 3
L={12 1 0|, U=(|0 1 -4
3 -5 1 0 0 —24
14
Now let y = Uz. Then we first solve for Ly = b. A simple calculation leads to y = | —10
-T2
1
Then we solve for Lr =y toget xt = | 2 ]. (Il
3

2. (i) Let a, b be column vectors in R™ and consider the matriz A = I + ab'. Show that
A2+ aA+BI =0

Solution: Note that if z € R™ is orthogonal to b, then Az = z +ablx = 2+ < b,z > a = z. Since
the orthogonal complement of b is of dimension n— 1, it follows that the characteristic polynomial of
Ais of the form (A—1)""1(A—7) for some real number r. Then it follows that A satisfies some second
degre equation of the form A% 4+ aA + BI = (). Therefore, when A~! exists, A~! = —%(A + al).

(i) Consider the n X n matrix

a b b ... b

b b b
B=|b b a b,

b b b ... a

where a, b are real numbers such that a # b and a+ (n — 1)b # 0. Solve the system Bx = ¢ for a
given vector ¢ € R™.

Solution: Note that B = (a — b)By, where By = |I + -2 (11 .. 1)

Then as in (i), B + aB; + I = O witha = —(1+a+ (n—1)b) and 8 = (a+ (n—1)b)2. It is easy
to see that By is invertible and therefore By ' = f%(Bl + al). Then ﬁB;lc solves the equation
Bx =c.



3. (a) Let A= . Find a 4 x 3 matriz Q satisfying Q*'Q = I3 and an upper triangular 3 x 3

—_ O = =
O N
O = O N

matriz R with all diagonal elements positive such that A = QR.

1 1 2 75
Solution: L |t 2 0 L S R % s
olution: et v, = 0 , Vg = 0 , V1 = 1 etel—m— 0 , €2 = Ug— < VUg,€1 > €]
1
1 1 0 7
1 1
V6 V3
B V2 . 0
andegzﬁ: V3 ‘6~3:1)3—<1)3,61>€1—<’03,€2>623nd63:ﬁ: 1 |. Then
01 \/5i
Ve V3
1 _ 1 1
V3 V6 V3
1 2 0
ifQ=1[ejeses]=|V3 V3 1 |, we have Q'Q = I, since {e1, €2, €3} is an orthonormal set
0 0 7
1 1 1
V3 NG V3
J3 4 2
<v1,e1 > <vg,e1 > < Uz, e > V3 3
of vectors. Now let R = 0 <vg,e0 > <z, eg>| = 0 % —% . Then it is
0 0 < v3,e3 > 0 0 \/g

clear from the construction of e, ez and e3 that A = QR, where @ and R are as described above.

(b) Suppose V is an inner product space over C and P is a projection in V . If < Px,z >< ||z|[?
for all vectors x € V', show that P 1is an orthogonal projection.

Solution: Let z € ImP and y € KerP. Then foe any A € C, we have
< Pz + M\y),x + Ay >< [lz + My|]*.

Since x € ImP and P is a projection we have Px = x. On the other hand since y € KerP, we have
Py = 0. Hence from the above inequality it follows that

Nz + X <z,y ><||z|P + MNP IP A<y, 2> 4+A <2,y >.

So we see that A < y,z > has to be real. But since A € C is arbitrary, it follows that < y,xz >= 0.
Hence x is orthogonal to y. Since x € ImP and y € KerP are arbitrary, it follows that P is an
orthogonal projection.

4. Let uy, us, vi, vz be non-zero column vectors in R™ and define P = ujul + vivs. Derive sufficient
conditions on the given vectors so that P is a projection. Further, derive sufficient conditions on
the given wvectors so that P is an orthogonal projection.

Solution: Note that given any vector x, Pr =< ug,x > u1+ < v, > v1. So ImP is the subspace
spanned by the vectors u; and vy. So if Puy = u; and Pv; = vy, then P is a projection. Now

Pup =< ug,u; > ui+ < vg,u; > 0



and
Pvo =< ug,v1 > w1+ <v—2,v1 > vg.

Hence the sufficient conditions for P to be a projection are us, v are in the orthogonal complement
of the subspace spanned by the vectors u; and vy and < ug,u; >=1, < vg,v; >= 1.

To do the second part we know that P is an orthogonal projection if and only if P! is the same
linear operator. Now P! = ugut +wvyvl. Again writing the equations as above, a simple calculation
shows that P! is the same projection as P if uy = ug, v1 = v and {uy,v1} is an orthonormal set of
vectors.

1 01 1
5. Let A=[0 1 1| andb=|2]| €R®. Let c= min||Ax —b||, where the minimum is taken over
1 1 2 4

all the column vectors x in R3. Determine ¢ and obtain the solution x with least norm such that

c=||Azx = b||.

10
Solution: A = BC, where B = [0 1| and ¢ = (é ) 1) Let Bt = (B'B)-!Bt =
11
5 1 1 2 -1 5 —4 1
3 and Ct =ct(cot)yt=L[-1 2 |. Let At =CtBt=1[-4 5 1
-tz 1 11 o

Then we know that AATA = A and AT A is an orthogonal projection. Ax —b = AAT(Ax —b) +
(I — AAT)(Ax — b) and therefore,

||Az — b]|? = ||AAT (Az — b)||> + ||(I — AAT)(Az —b)||* = ||Az — AATD||2 +||b— AATD|2.

Therefore, ||Az — b|| > ||A(ATb) — b|| with equality holds when z = A*b. Hence

Lt 01 5 —4 1\ /1 1
c=||A(ATh) —b)|| = 5 01 1)|-4 5 1][2|-1(2
11 2 1 1 2/ \4 4
L[t 01 1 1 1
11 2/ \11 4

Now let 2 be any solution of Az = ¢. Then x = At Az + (z — AT Az). Which implies that

l|z]|* = ||AT Az||* + ||z — AT Az||?, since AT A is an orthogonal projection

= ||[ATAATH|? + ||]z — ATAATD| |2 = ||ATD||? + ||z — ATD||2.

1
Hence ||z|| > ||ATb]|, showing that ATb = § [ 9 | is the solution with least norm.
11
1/3 1/3 1/3
6. Let A= |1/2 0 1/2|. Explain in detail why the limit limy_, o, A* exists and find the limit.
1/4 1/4 1/2



Solution: We note that A is non-negative and A2 is strictly positive, hence A is irreducible.
By Calculating the characteristic polynomial of A we see that 1 is the dominant eigenvalue of

1
A and A' and the other eigenvalues are real and of modulas less than 1. Also v = | 1| and
1
1/3
v=[2/9] are the eigenvectors corresponding to the eigenvalue 1 for A and A respectively and
4/9

< u,v >= 1. It follows from Au = u, A'v = v and < u,v >= 1 that A*(I — uv?) = A¥ —uvt and
(I—uvt)AF = Ak —yvt. Let BF = A¥—yv?. Note that Bu = 0 and if Bx = Az, A(I—uv')z = A\z. So
A(I—uvt)?x = AN(I —uv?)z, which implies that A(I—uv')z = A(I —uv')z. Hence o(B) C o(A)U{0},
where o(B) denotes the spectrum of B. Next we show that 1 ¢ o(B). Suppose there exists x such
that Bz = z, x # 0, then A(I —uv')z = (I — wv')z, which implies that (I — uv')z = cu for some
constant c. Therefore, x = ¢’u for some ¢, which is a contradiction to the fact that Bu = 0. Hence
1 ¢ o(B). Hence the spectral radius of B is less than 1, so limj_,o, B¥ = 0. Then it follows that

1/3 2/9 4/9
limg o0 A¥ =uot = [ 1/3 2/9 4/9
1/3 2/9 4/9



